Universiy o Baghdad Journal of Engineering

College of Engineering

!I E journal homepage: www.joe.uobaghdad.edu.iq
A_A\

JOURNAL OF ENGINEERING Volume 29 Number 1 January 2023

Intelligent Congestion Control of 5G Traffic in SDN using Dual-Spike
Neural Network

Najwan Sattar Soud* Nadia Adnan Shiltagh Al-Jamali
M.sc student Prof. Dr.

University of Baghdad University of Baghdad
Baghdad-Iraq Baghdad-Iraq

Najwan.saod2005M@coeng.uobaghdad.edu.iq nadia.aljamali@coeng.uobaghdad.edu.ig

ABSTRACT

Software Defined Networking (SDN) with centralized control provides a global view and

achieves efficient network resources management. However, using centralized controllers
has several limitations related to scalability and performance, especially with the
exponential growth of 5G communication. This paper proposes a novel traffic scheduling
algorithm to avoid congestion in the control plane. The Packet-In messages received from
different 5G devices are classified into two classes: critical and non-critical 5G
communication by adopting Dual-Spike Neural Networks (DSNN) classifier and
implementing it on a Virtualized Network Function (VNF). Dual spikes identify each class to
increase the reliability of the classification. Different metrics have been adopted to evaluate
the proposed classifier's effectiveness: accuracy, precision, recall, Matthews Correlation
Coefficient (MCC), and F1-Score. Compared with a convolutional neural network (CNN), the
simulation results confirmed that the DSNN model could enhance traffic classification
accuracy by 5%. The efficiency of the priority model also has been demonstrated in terms of
Round Trip Time (RTT).

Keywords: 5G Communications, Software Defined Networking, Virtualized Network
Function, Intelligent spike neural network.
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1. INTRODUCTION

With the ascending diversity of 5G services, each type of these services requires specified
reliability, latency, transmission rate, etc. 5G services involve smart cities, smartphones,
remote surgery, wearable devices, public safety, etc. ( Preciado-Velasco, et al,, 2021).
Different types of 5G services have different requirements; for instance, the latency metric,
which is about 10 ms for non-critical communication such as smartphone use cases and
about 1ms for critical use cases like healthcare and public safety (Khan, et al.,, 2022).
Conventional networks do not have this capability. To fill this gap, SDN offers a promising
technology that allows completely disconnecting the control layer from the data layer.
However, the centralized control plane has some disadvantages in scalability and reliability.
Due to the different network resource requirements of various types of 5G traffic, a precise
classification algorithm is essential to realize traffic identification (Kamath, et al.,, 2019).
SDN platform provides an opportunity to adopt ML because of the central control of the
network (Mondal and Misra, 2020) and (Malik, et al., 2020). ML is a splendid choice for
network analysis and automation of functions (Morocho-Cayamcela, et al., 2019) and
(Soud, et al,, 2022).

This paper aimed to eliminate the congestion in the centralized SDN controller and decrease
the latency, especially for critical 5G communication. The enormous computation and
storage requirements related to Deep learning challenge their implementation with limited
network resources (Liu, et al., 2017). Spiking Neural Networks (SNN) with time-based
coding improves energy efficiency. It works with discrete events at defined times (Al-Jamalli,
2020), (Shi, et al., 2021), (Miao, et al., 2018), and (Shiltagh and Abas, 201 ).

So that, efficient prediction algorithm called Dual-Spike Neural Networks (DSNN) classifier
on Virtualized Network Function (VNF) was implemented to prioritize and schedule 5G
Packet-In messages, which are forwarded to the SDN controller to create a suitable flow rule
because these packets do not have flow rules in the flow tables of the switches.

(Malik, et al., 2020) implemented a new deep learning model called Deep-SDN to
accurately identify the network traffic types in a short time, so it is suitable for identifying
the online traffic. The simulation results confirmed that the Deep-SDN reported overall
accuracy of 96%. (Hu, et al., 2020) proposed a CNN-based deep learning model in an SDN
environment to realize the application awareness using different CNN structures; this
mechanism exceeds three standards on recall ratio, stability, precision ratio, and F value.
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(Raikar, et al,, 2020) proposed different machine learning models, which are Support
Vector Machine (SVM), nearest centroid, and Naive Bayes (NB), to classify the network
traffic. The accuracy obtained for NB is 96.79%, SVM is 92.3%, and the nearest centroid is
91.02%. (Owusu and Nayak, 2020) compared the efficiency of three ML algorithms:
Random Forest algorithm, decision tree algorithm, and the K-Nearest Neighbor (KNN)
algorithm for IOT traffic classification in SDN. The results proved that the Random Forest
method achieved better accuracy of 83% with a reduced number of features.

The above works could implement the SDN-based traffic classification. However, these
researches do not consider the high exhaustion of computing resources of the centralized
controller. In this work, we propose a systematic framework to predict the priority of 5G
services in order to forward them to the SDN controller. A new training algorithm with time-
based coding called DSNN is proposed to achieve better results in power consumption,
computation speed, and energy efficiency by updating the weights and threshold.

The rest of this paper is regulated as follows: Section 2 presents the proposed system model;
section 3 specifies the training algorithm of the proposed DSNN. In section 4, the simulation
and evaluation performance is explained. Section 6 concludes this paper.

2. THE PROPOSED SYSTEM MODEL

To prevent congestion at the SDN controller, a novel traffic scheduling algorithm was
implemented in which the traffic received from different 5G devices is classified into two
classes:

e High-priority traffic represents critical communication services such as healthcare, public
safety, factory automation, self-driving car, etc.

e Low-priority traffic refers to non-critical communication services like smartphones,
smart wearables, etc.

DSNN learning algorithm is proposed in this paper and adopted in the SDN environment's

data plane. Packets to be classified will be sent to the DSNN classifier implemented at VNF

standalone server to realize application-aware and prioritize the 5G traffic based on

extracted features from both the network and the devices called Key Parameter Indicators

(KPIs). Then, the traffic is scheduled. High-priority traffic will be sent first to the SDN

controller. If two messages have the same priority, they will be based on First-In-First-Out

(FIFO) technique.

The architecture of the system model is shown in Fig. 1.
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Figure 1. The proposed system architecture

3. DSRNN TRAINING ALGORITHM

The initial structure of the DNSS model has three fully connected layers with 17, 80, and 3
neurons, respectively, as shown in Fig. 2. DNSS learning algorithm updated only the weights
of a link that reached the threshold as a base condition of emitting spikes. So that many
connections and neurons have been canceled from the initial structure, resulting in low
power consumption and high speed of computations. Dual spikes identify each class to
increase the reliability of the classification (Taherkhani, et al., 2019). Six delayed synapses
(S) are used to connect the presynaptic neuron to a postsynaptic neuron, as shown in Fig. 3.
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The training algorithm is based on the time encoding technique to achieve striking drooping
in energy consumption. The real values of the selected features are converted to spike times
as expressed in Eq. (1).

tmin (fs(£)— Smin tmax—tmin
=g, fmin 0O o) ) o)

t (meax_mein)

Where, f; and f; . refer to the maximum and minimum value of the selected feature, f;

is the current value of the selected feature. While t,,,, and t,,;;, are the maximum and
minimum interval time, respectively. The symbol | | refers to the round function.

Decoding equation will be used to convert the predicted priority traffic from time to real
value of priority (P) using the Eq. (2).

(tmax_t '_tmin)(fsmax_fsmin)
P(t;) = : + fsmin (2)

(tmax_tmin)

The value of t; denotes the output spike time.

After the implementation of the encoding process, the Spike Response Function (SRM)
neuron model is adopted. At the arrival of each spike, each neuron in the hidden layer is
checked if it is spiked or not. Spike response function €(t) is used to compute the
postsynaptic potential (PSP) as explained in Eq. (3).

t 4t
e(t) = {Eel v 0 20 3)
0 , t<0

Where 1, refers to the time decay constant of the spike response function. It is noteworthy;
that the sum of the PSPs represents the Membrane Potential (MP) of the neuron, also the
value of the weights of synapses that transmit these input spikes affect the PSP.
During the time interval of DSNN learning, the neuron would be trained to produce two
spikes when its membrane potential exceeds threshold value 6. Then, the MP decreases to
zero, and the neuron cannot fire. This phase is named the Repolarization phase. MP has
remained at a value less than 0, and the neuron cannot emit a spike again for a period.
This phase is named the Hyperpolarization phase.

With DSNN learning, MP is not only induced by the arrived spikes from all presynaptic
neurons as such single spiking neural network but also influenced by the Repolarization and
Hyperpolarization phases in order to protect the neuron from damage.
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As a result for that, for multi-spike neural networks, the expression of membrane potential
includes the refractoriness function term {(t -t™"*), t™"* value denotes the time of the most
recent output spike. The function { (t) is explained in Eq. (4).

t

() = { —29e;_r , t>0 (4)
0 , t<o0

Where 7, represent the time decay constant of the refractoriness function. Accordingly, Eq.
(5) represents the general expression of the MP function.

N.
mj(t)= Zi=11 §=1Z thFi WiSjE (t - t{ — ds) + {(t - tmrs) (5)
l
t/ +ds>tmrsR,,
Where N;is the number of presynaptic neurons, ij is the weight between presynaptic

neuron and postsynaptic neuron, and e(t — t{ - ds) denotes the spike response function.
(S) refers to the number of synapses used to connect the presynaptic neuron to the
postsynaptic neuron with different transmit delays (d*) and weights. F; refers to the number
of emitted spikes by the presynaptic neuron. Rp is the length of the Repolarization period.

Mean Square Error (MSE) is used to evaluate the learning algorithm's performance
_1Nj F; f '
E= Ezfil Zfil(tj - tj )2 (6)

Where tjf and tjfﬂvalues refer to actual and target spike time, respectively. N; refers to the

number of neurons in the output layer, F; denotes the number of the output spikes.

The backpropagation phase begins from the output layer to the input layer after the expiry
of T interval in order to reduce the error value. The weights will be updated based on
gradient descent (Xu, et al., 2013) between j;;, neuron in the output layer and h;,neuron in
the hidden layer as shown from Eq. (7) to Eq. (12).
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Awp; = —aVEy, (8)

Where, a is the learning rate. W,SU- refers to the weight between the j;;, a neuron at the output
layer and the h;; a neuron at the hidden layer.

N ; A
0@, 9
f=1 awfl] ( )

0E 1
vES = 25 -1y

S
awh]-

F a(zj l(t(f) (f))Z) at;f)

— ]
L “(f) NG5!
— 2 a(221 1( ) )atj
_ ZF 0 at(f) 10

where,

or 16(2 Zf D=t (f)) )

D T 3 )
ot ot

o((t"-¢) Ny .
_19( ) =t gD

=2 at(f) j (11)

As it was mentioned, DSNN is a modified type of multi-spike neural network based on time

o
coding, where dual spikes are used to identify each class. Correspondingly,

should be analyzed from t* to t because of the refractoriness function and effect ofthe most
recent output spike using the recursive equation, as illustrated in Eq. (12).

at}(_f) 2P amiey  omye) at(f 1

( 20D owy, ) (12)

ath om: (t(f)) oWy
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The same equations are implemented between h;, neuron in the hidden layer
and iy, neuron in the input layer as explained in Eq. (13) and Eq. (14) with the same details
as Eq. (7) to Eq. (12)

win(t +1) = wi (£) + Awj (1) (13)

Fig. 4 presents the Flowchart of the working mechanism
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Figure 4. Flowchart of the proposed system model
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4. EVALUATION PERFORMANCE
The proposed system includes two parts: the first is for SDN-based traffic collection
based on the NS2 simulator, and the second is DSNN for application awareness based on
MATLAB 2018a. The collected dataset contains 10000 unique items (Thantharate, et
al,, 2019). 70% of the dataset was used for training, and 30% was used for testing. Four
values derived from the confusion matrix have been used to evaluate the trained model
performance, as shown in Table 1.

Table 1. Confusion matrix structure

Predictive value

Real value Positive Negative
Positive TP FN
Negative FP TN

True positive (TP): the number of values classified and the classification is correct.

True Negative (TN): the number of values classified and the classification is wrong.
False Positive (FP): the number of values classified to wrong class, and the model
considers them as positive prediction, but the prediction is incorrect.

False Negative (FN): the number of values classified to correct class, and the model
considers them as negative prediction, but the prediction is correct.

To measure the performance of the proposed model, a set of metrics can be used to evaluate

the efficiency of the classification model as follows:

Accuracy: refers to the relationship between the number of right predictions and the
total number of predictions. Accuracy is defined in Eq. (15).

TP+TN

Accuracy= ——
Y TP+TN+FP+FN

*100% (15)

Precision: refers to the relationship between positive class predictions that rightly
join with the positive class. The Precision value is determined by Eq. 16.

TP
P+FP

Precision = - *100% (16)

Recall: refers to the relationship between the positive predictions to the all positive
elements in the data set. It is computed by Eq. (17).
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TP
TP+FN

Recall =

100% (17)

e F1-score: refers to the balance average between the precision and recall values. The
used model is more efficient if the F1-score value is large. This value is determined by
Eq. (18).

(2+Recall*Precision)

F1- score = (18)

Precision+Recall
e Matthews correlation coefficient (MCC): is an evaluation metric that is more
complicated than other metrics. The MCC value is between +1 and -1. The value of +1
refers to perfect classification, while the value of -1 refers to misclassification. MCC is
defined in Eq. (19).
TP*TN—FPx*FN

MCC = (19)

J(TP+FP)+(TP+FN)*(TN+FP)*(TN+FN)

The used parameters of each neuron in the DSNN are described in Table2. After that, the
simulation was repeated using fully connected CNN, which has one Conv1D layer, pooling
layer, fully connected layers with (100, 100) neurons, and an output layer with 3 neurons.
ReLU (Rectified Linear Unit) activation function is used for convolution and fully connected
layers. The efficiency of the DSNN model is compared against the CNN model using the same
value of learning rate. Fig.5 shows the error rate of the DSNN model as compared with the
CNN model. It is obvious that the DSNN model can learn faster than the CNN model.

Table 2. Parameters of DSNN.

Parameters Values
Ts 12 ms
T, 75 ms
a 0.005
0 1v
Rp 1.5 ms
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Figure5. The error rate of the DSNN model as compared with the CNN model.

The precision, accuracy, MCC, Recall, and F1-score measures are shown in Fig. 6, Fig. 7, Fig.
8, Fig. 9, and Fig. 10, respectively. DSNN training algorithm enhanced the results as
compared with CNN in different performance metrics, and that is back to the architecture of
DSNN, which has six delayed sub-connections where delays are an essential property of a
real biological neural network. Furthermore, DSNN works with discrete events through
precise timing of spikes, while CNN works with consistently changing events that require
excessive computation and storage requirements. In addition, DSNN is a modified type of
multi-spike neural network based on time coding. Dual spikes are used to identify each class,
increasing the reliability of the classification process. So, the DSNN training algorithm
achieved more accurate results than the CNN in different performance metrics (Accuracy,
Precision, MCC, Recall, and F1-score).
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Figure 6. The precision ratio of the DSNN model and the CNN model.
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Figure 7. Accuracy ratio of the DSNN model and the CNN model.
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Figure 8. MCC of the DSNN model and the CNN model.
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Figure 9. Recall ratio of the DSNN model and the CNN model.
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Figure 10. F1-score of the DSNN model as compared with the CNN model.

Fig. 11 compares Round Trip Time (RTT) between critical and non-critical communication.
In detail, RTT is 6.82 ms in the case of critical traffic, while for non-critical traffic is 10.53 ms
in the case of 1000 requests forwarded to the SDN controller. This happens because of
classifying the 5G Packet-In messages into high priority and low priority traffic using the
DSNN classifier. Then, these packets are handled by the SDN controller based on their
priority.
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Figure 11. Round Trip Time for critical and non-critical 5G communication
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CONCLUSIONS

In this paper, an efficient approach called DSNN is proposed for prioritizing and
scheduling 5G traffic on a VNF in the data plane of the SDN platform. DSNN model
eliminates congestion problems in the control plane to increase the network's
reliability. The simulation results showed that the proposed classifier is effective in
the Different metrics: precision, accuracy, recall, F1-Score, and MCC. Compared with
the CNN classifier, the results confirmed that the proposed model outperformed the
CNN model by 5%, which is back to the DSNN works with discrete events with time-
based coding. In contrast, CNN works with consistently changing events that require
costly computation and storage requirements.

Additionally, each class is identified by dual spikes increasing the reliability of the
classification process. Furthermore, DSNN learned faster than CNN because not all
the weights have been updated as with CNN. The DSNN updated only the weights of
a link that reached the threshold. The efficiency of the DSNN priority model also has
been demonstrated in terms of Round Trip Time.
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