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ABSTRACT 

Water quality planning relies on Biochemical Oxygen Demand BOD. BOD testing takes five 

days. The Particle Swarm Optimization (PSO) is increasingly used for water resource 
forecasting. This work designed a PSO technique for estimating everyday BOD at Al-
Rustumiya wastewater treatment facility inlet. Al-Rustumiya wastewater treatment plant 
provided 702 plant-scale data sets during 2012-2022. The PSO model uses the daily data of 
the water quality parameters, including chemical oxygen demand (COD), chloride (Cl-), 
suspended solid (SS), total dissolved solids (TDS), and pH, to determine how each variable 
affects the daily incoming BOD. PSO and multiple linear regression (MLR) findings are 
compared, and their performance is evaluated using mean square error, relative absolute 
mistake, and coefficient of determination. PSO utilised COD, TDS, SS, pH, and Cl- as inputs, 
generating a mean square error of 1029.10, an average absolute relative error of 9.41%, and 
a coefficient of determination of 0.89. Comparisons demonstrated that the PSO model could 
accurately calculate the daily BOD at Al-Rustumiya wastewater treatment plant's inlet. 
 
Keywords: Particle Swarm Optimization, Multiple Linear Regression Model, MATLAB, 
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الكيميائي الحيوي عند مدخل محطة الرستمية لمعالجة مياه الصرف التنبؤ بطلب الأكسجين 
 الصحي باستخدام تقنيات رياضية مختلفة

 
 *سجى علي عبد ، علي عمران السلطاني

 
 قسم هندسة الموارد المائية، كلية الهندسة، جامعة بغداد، بغداد، العراق

 

 
 الخلاصة

أيام. يستخدم تحسين  BOD 5. يستغرق اختبار BODيعتمد تخطيط جودة المياه على الطلب على الأوكسجين الكيميائي الحيوي 
لتقدير الطلب على الأوكسجين  PSO( بشكل متزايد للتنبؤ بالموارد المائية. صمم هذا العمل تقنية PSOسرب الجسيمات )

لجة مياه الصرف الصحي في الرستمية. وفرت محطة معالجة مياه الصرف الكيميائي الحيوي اليومي في مدخل محطة معا
بالعديد من البيانات اليومية متغيرات  PSO. يتم تغذية 2022-2012مجموعة بيانات خلال الفترة  702الصحي في الرستمية 

( ، وإجمالي SSمواد الصلبة العالقة )( ، والCl-( ، والكلوريد )CODنوعية المياه ، بما في ذلك الطلب الكيميائي على الأوكسجين )
الوارد يوميا الى المحطة.  BOD(، لتحديد كيفية تأثير كل متغير على pH( ، ودرجة الحموضة )TDSالمواد الصلبة الذائبة )

لمطلق ا ويتم تقييم أدائها باستخدام متوسط الخطأ التربيعي والخطأ النسبي MLRوالانحدار الخطي المتعدد  PSOتتم مقارنة نتائج 
، مما أدى إلى توليد خطأ مربع  PSOكمدخلات بواسطة  Cl-و  pHو  SSو  TDSو  CODومعامل التحديد. تم استخدام 

 PSO. أظهرت المقارنات أن نموذج 0.89، ومعامل تحديد  ٪9.41، ومتوسط خطأ نسبي مطلق قدره  1029.10متوسط قدره 
 بدقة في مدخل محطة الرستمية لمعالجة مياه الصرف الصحي. يمكنه حساب الطلب الأوكسجيني البيولوجي اليومي

 
 امثلية سرب الجسيمات، نموذج الانحدار الخطي المتعدد، ماتلاب، تحليل الحساسية.الكلمات المفتاحية: 

 

1. INTRODUCTION 
 
Variations in the integrity of water from different sources continue to be a source of 
concern. Consequently, effective methods for modelling water quality parameters in surface 
waters are required for pollution control and the implementation of necessary management 
(Al-Musawi, 2016; Corominas et al., 2018; Abdallah et al., 2020; Bhagat et al., 2020). 
Several thousand distinct chemical compounds are discharged into the environment by 
industrial and municipal wastewaters, which are significant sources of contamination for 
aquatic biota (Abbas and Hassan, 2018; Mohammed et al., 2022). Therefore, the 
significance of utilizing efficient control and monitoring methods for effluent treatment 
systems is widely acknowledged (Khudair, 2019; Mohsin et al., 2021). Any wastewater 
purification facility requires a trustworthy (Ye et al., 2021). The model offers an 
instrument to estimate the result and a foundation for regulating the process's operation 

(Robles et al., 2019). Due to the abundance of bio-organic components that are 
challenging to model using a mechanical approach, this method is intricate and highly 
nonlinear. Using conventional experimental methods to predict the operational parameters 
of a plant is a time-intensive endeavour that hinders the control of such processes 
(Mohammed and Al-Obaidi, 2021).  
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BOD is one of the most essential effluent management and planning parameters. The 
approximate biodegradable organic substance concentration in the water specimen. It is 
determined by the quantity of oxygen needed by aerobic microorganisms in the specimen 
to convert the organic matter into a stable form. The relationship between biochemical 
oxygen demand (BOD) and chemical oxygen demand (COD) is significant for measuring the 
oxygen consumption induced by the decomposition of organic matter. The biochemical 
oxygen demand (BOD) and chemical oxygen demand (COD) are two important parameters 
used in estimating the degree of organic pollution in wastewater (Amarasinghe et al., 
2017). Preparing for and analysing the BOD test requires considerable time and effort. The 
fifth day of this process is devoted to data acquisition and analysis. (Khazraji and Nasser, 
2012; Garcia et al., 2013; Malviya and Jaspal, 2021) Several water quality models, 
including traditional mechanistic approaches, have been developed to handle the most 
efficient water conservation practices. Most of these models require inaccessible data to be 
entered, making the process extremely expensive and time-consuming. (Kennedy and 
Eberhart, 1995) described a population-specific technique for uncertain optimization 
influenced by the social behaviour patterns of flocking birds or schools of fish.  
Particle swarm optimization is a population-specific technique (Jian-jun et al., 2013). A 
collection of particles representing potential initial solutions is used to initialize the system. 
These particles navigate the search space in search of the optimal fitness value. Particle 
swarm optimization is among the finest optimizing strategies. It results from its worldwide 
convergence capabilities, straightforward adoption, implementation, and durability (Xie et 
al., 2012). PSO is a 1995 algorithm for evolutionary computation inspired by flocking birds' 
social conduct. Algorithm PSO is widely acknowledged and utilized to solve various 
optimization issues. A particle, a potential solution, is an s-dimensional vector in the PSO 
method (dos Santos Coelho, 2010). A swarm is a random cluster of particles. The optimal 
position of a particle within the search space is determined by comparing its present fitness 
value to its maximum fitness value (Yan et al., 2019). Since particle velocities and positions 
are modified after each iteration, the global best position is the best of all individual best 
positions, and the particle flight velocity is the particle's velocity in the physical analogy (Al-
Obaidi, 2020). PSO is suitable for estimating BOD at the inlet because it accounts for 
nonlinear interactions between predictors and predicted. Effectiveness of multiple linear 
regression (MLR) and PSO models compared. 
This work aims to use the PSO model to obtain the BOD values at the inlet of the wastewater 
treatment plants directly without waiting for five days.  

  

2. DESCRIPTION OF DATA 
 
In the current work, 702 BOD recording data from the Al-Rustumiya wastewater treatment 
plant inlet that have been tested and analyzed were used to generate the dataset for the 
proposed numerical model. The input vectors (COD, SS, pH, Cl-1, TDS) and the output variable 
(BOD) are selected. The minimum value of three between the number of dataset items and 
the number of variable inputs required to model acceptableness and ratios above five are 
recommended (Frank and Todeschini, 1994). This ratio for the training sets in the current 
case study was 562/5 or 112.4, which can be accepted since it exceeds the recommended 
value. Five hundred sixty-two records (80%) from the 702 datasets were considered for the 
construction process, while the remaining 140 recordings (20%) were used to validate the 
PSO models. Table 1 provides descriptive information for the samples. 
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Table 1. Statistics describing the variables utilized in the development of the model. 
 

Description Mean Min. Max. 
Standard 

Error 
Standard 
Deviation 

Sample 
Variance 

Input 

COD, ppm 359.78 140 942 4.427 117.28 13754 
SS, ppm 350.09 102 982 6.428 170.32 29010 

pH 7.3260 5.15 7.98 0.012 0.3242 0.1051 
Cl−, ppm 321.26 192 551 1.8981 50.297 2529.7 
TDS, ppm 1222.76 829 1792 5.333 141.30 19967.1 

Output Total BOD, ppm Total BOD of wastewater treatment plant inlet 

 
3. PARTICLE SWARM OPTIMISATION (PSO) ALGORITHM 
 
Each particle's position and velocity can be updated following the Eqs. (1) and (2) 
throughout the entire search. Procedure (Al-Sulttani et al., 2022). 
 
Vi(t + 1) = wVi(t) + c1Rand(∙)1 | pbestit − Xi(t)| + c2Rand(∙)2|gbestit − Xi(t) |     (1) 
 
Xi(t + 1) = Xi(t) + Vi(t + 1)                                           (2) 
 
where: 
Xi and Vi indicate the location and velocity of individual particles accordingly. 
Rand(∙)1  and Rand(∙)2 are evenly dispersed at random digits among 0 and 1 that are 
essentially equal. 
pbest represents the optimal location of every particle in the distance.  
gbest symbolises the optimal placement of each particle globally (Poli and Blackwell, 
2007). Acceleration coefficients c1 and c2 are a term 'reliability' variables which represent 
the level of assurance in the optimal solution discovered by a single particle ( c1 − the 
cognitive parameter) and by virtue of horde as a whole ( c2 -social the parameter). w 
represents the inertia mass in Eq. (1), which was added to enhance a convergence process 
at the iterative process. The following amount of weight is the factor of scaling used to 
manage the swarm's exploration abilities. It modifies a present velocity value, influencing 
the most recent velocity vector. The inertial weight was missing from the initial PSO 
algorithm but was subsequently included (Shi and Eberhart, 1998). 
 
4. CONVERGENCE CRITERIA 
 
Due to the repetitive character of the PSO searches, convergent terms can be used to 
terminate the optimization process. The most commonly accepted convergent metrics are 
the maximum number of PSO rounds and a required minimal estimation error for an 
objective function's optimal value. The degree of difficulty of the optimization issues defines 
the most iterations, whereas the second criterion implies that the optimal global value has 
already been determined. Evaluating or adjusting the algorithm in equations for which the 
optimal value is already known is necessary. However, this cannot be applied to actual 
structure optimization problems in which the optimal solution is unknown. Table 2 lists the 
primary PSO parameters, whereas Table 3 enumerates and discusses the PSO convergent 
variables used in this investigation. 
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Table 2. Principal particle swarm optimization variables. (Lavanya and Udgata, 2011) 

 

Description Details 

The number of variables, N 
The median limit is 10 to 40. The amount of specific 
difficult or special issues can be raised to between 50 
and 100. 

The dimension of variables, D It depends on the optimization problem. 

Weight of inertia, w 

Generally, (w) has been adjusted to a number less 
than 1, and w = 0.70 is considered ideal for 
promoting quicker convergence. It can also be 
changed while running trials. 

xU are vectors comprising the 
minimum and maximum 
amounts of the n-design particles 

The optimization problem dictates their existence. In 
general, a variety of particle dimension ranges can be 
employed. 

cognition and societal 
considerations 

Usually, c1 = c2 = 1.494. Other values may also be 
utilized, providing that 0 < c1 + c2 < 4. 

 
Table 3. Particle swarm optimization convergence variables (Lavanya and Udgata, 2011) 

 

Description Details 
A minimum relative enhancement (fm) 
of the objective function's value 

Convergence has occurred (including the 
present run) when it is equal or falls below fm. 

T max is the highest number of trials for 
the termination criterion. 

In combination with other PSO variables (D, N) 
determined by the complication of the problem 
to be optimized. 

Number of trials (kf) for which a 
convergence check is satisfied by the 
relative improvement in the function of 
the objective. 

If the relative progress of the targeted function 
during the previous kf iterations exceeds a 
predetermined threshold, the kf iterations 
continue. 

 

5. PROPOSED PSO MODEL FOR BOD OF INLET OF WASTEWATER TREATMENT PLANT  
 

Typically, the optimization process employs a gradient-based local search algorithm. A 
starting point derived from a global search is required for the optimization process to be 
successful. Robust training procedures require initialization and optimization processes. 
(Xie et al., 2012; Ye, 2017) explained how the PSO algorithm can determine the optimal 
BOD at the inlet of Al-Rustumiya wastewater treatment plant. 
1. Each particle in the problem's hyperspace is assigned a random place to begin the swarm's 

initialization. 
2. The proposed model's objective function is evaluated for each particle. 
3. Each particle's objective function value is compared to its pbest (pbest represents the 

optimal location of every particle in the distance). If the current value is greater than the 
pbest value, the current particle position, Xi, is set as pbest, and the current value is pbest. 

4. It is determined which particle has the highest objective function value. It has been 
determined that its objective function returns the value gbest (gbest is the optimal 
placement to each particle globally) and that its location is gbest. 

5. All particle positions and velocities are revised depending on the Eqs. (1) and (2). 
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6. Steps 2 to 5 will be reiterated till one of the standards for convergence (an utmost number 
of repetitions or an adequately acceptable objective function value) is met. 

MATLAB code was used to simulate the proposed model to optimise the cost amount model 
for construction projects. Equation (3) is the proposed model to be optimized: 
 
BOD = F1 × COD + F2 × SS + F3 × pH + F4 × Cl−1 + F5 × TDS                 (3)                                          
 
where F1, F2, F3, F4, and F5 are the unknown coefficients. 
The primary objective of particle swarm optimization to optimize a BOD paradigm is to 
identify the optimal set of coefficients in a solution space. Consequently, there was little 
difference between the real BOD of building initiatives and the estimated final form of the 
optimized formulations. The PSO algorithm modifies its procedure until either a suitable 
guest or a predetermined maximum iteration has been completed. The parameters of the 
PSO model are shown in Table 4. The size of the swarm was modified to ascertain the most 
effective particle count in terms of convergence and processing time. In this study, 20, 40, 
60, 80, and 100 swarm sizes were used to evaluate the accuracy of the suggested design. The 
number of repetitions is set at 500 because the differences in the objective function become 
constant after 87 rounds. 

Table 4. Parameters of the PSO. 
 

Parameters Value 
Swarm size 20, 40, 60, 80, and 100 
Target error 1e-05 
Iteration 500 
C1 1.494 
C2 1.494 
W 0.7 

 
The optimal coefficient factor values recommended by the proposed PSO model for the 
various swarm sizes are displayed in Table 5. There is a reasonable degree of concordance 
between the numerous testing methodologies, according to Table 4. The findings prove that 
the actual BOD model was more precise for the 100 colonies. Based on experimental results. 
Table 5 demonstrates that the proposed PSO technique accurately predicts the BOD. The 
proposed model's estimations yielded a mean value of the estimated BOD 1.136, a standard 
deviation of 0.161%, and a coefficient of variation of 14.16%, confirming its precision and 
consistency. Comparisons of experimental data and model predictions for BOD are depicted 
in Fig. 1, indicating the recommended model's dependability in general.  
According to (Pimentel-Gomes, 2000), the coefficient of variation (CoV) value indicates the 
precision of the connection among the data outputs and inputs, with CoV amounts lower 
than 10%, 20–30%, and more than 30% corresponding to large precision, small precision, 
and small accuracy, accordingly. CoV for the suggested design was 14.16%, indicating high 
accuracy. The proposed model produced a value close to the mean of BOD estimation 
(1.136), which is near 1.0. In addition, the coefficient of determination (R2) value of 0.8816 
(shown in Fig. 1) and the CoV indicate that the observed and predicted BOD values 
correspond well. Based on these results, it is possible to conclude accurately estimates the 
BOD values while considering various parameters (Al-Sulttani et al., 2017; Baki and 
Egemen, 2018).  
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Following is the final recommended PSO model that has been optimized. 
 
BODpredicted = 0.41626 × COD + 0.021169 × SS + 0.998515 × pH + 0.133357 × Cl−1 +

                               0.029989 × TDS                                         (4) 
 

Table 5. Parameters used in the PSO -BOD model setting. 
 

Factor 
Swarm size 

20 40 60 80 100 

F1 0.309028 0.461140 0.410611 0.416260 0.476689 

F2 0.056366 0.068520 0.011028 0.021169 0.048658 

F3 0.849137 0.859876 0.950416 0.998515 0.361388 

F4 0.163533 0.116927 0.178992 0.133357 0.007468 

F5 0.032334 0.019243 0.030591 0.029989 0.059327 

M 0.993 1.098 1.089 1.046 1.136 

SD 0.167 0.159 0.156 0.149 0.161 

CoV% 16.84% 14.50% 14.31% 14.20% 14.16% 

 

 
 

Figure 1. Comparisons between the predicted and experimental BOD values for the PSO 
model. 

 
6. MULTIPLE LINEAR REGRESSION (MLR) 
 
If it is believed that Y, the dependent variable, is influenced by m independent variables X1, 
X2 …., Xm and a linear equation is chosen to represent their relationship, the regression 
equation for Y can be expressed as follows: 
 
y = a + b1 x1 + b2x2 + ⋯ bmxm                                             (5) 
 

R² = 0.8816
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y in this equation represents the variable's expected value. Y when the values of the 
independent variables are X1 = x1, X2  = x2 … Xm = xm 
Similar to straightforward regression, the regression coefficients a, b1, b2,..., bm are 
determined by minimizing the sum of the eyi distances of the observation points to the plane 
as defined by the equation of regression (Ross, 2020). 
 
∑ eyi

2  = ∑ (yi 
N
i=1

N
i=1 − a −  b1x1i −  b2 x2i −  bmxmi)

2                            (6) 

 
In this study, the coefficients of the regressions are determined by the least square method. 
 
7.  SENSITIVITY ANALYSIS 

Sensitivity analysis is of the utmost importance for identifying the essential input variables. 
Sensitivity analysis is an effective method for evaluating the contribution of each predictor 
variable in the proposed model. (Gandomi et al., 2013; Alavi and Gandomi, 2011) 
proposed a sensitivity analysis procedure utilized in the current study to achieve this 
objective. Based on the following expressions, the output's sensitivity percentage to each 
input parameter is determined (Gandomi et al., 2013): 
 
Ni = fmax(xi) − fmin(xi)                                                    (7) 
 

Si =
Ni

∑ Nj
n
j=1

× 100                                                      (8) 

 
where fmin(xi)  and fmax(xi) , accordingly, denote the lowest and highest value of the 
predicted output over the i th input domain, with other variables held constant at their 
respective mean values of the estimated BOD. Table 6 presents the sensitivity analysis 
results conducted on the proposed models.  
The chemical oxygen demand (COD) has the greatest impact on the biochemical oxygen 
demand (BOD) values in the proposed model, while chloride (Cl-) is the second-most 
influential term. In addition, the pH has the least impact on BOD values. 

 
Table 6. Sensitivity analysis results. 

 

Sensitivity % COD -Cl TDS  SS pH 
PSO 81.31 7.19 5.97 4.79 0.73 
MLR 85.48 6.33 5.26 2.60 0.33 

 
8. COMPARISON OF THE RESULTS BETWEEN PSO AND MLR 

 
To evaluate the proposed PSO and MLR models, 20% (140 records) of the total datasets are 
utilized. These data were not used in the model development procedure. This section 
presents the results derived from verification records and the suggested models. Moreover, 
the results demonstrated that the proposed composite model (PSO) outperforms the MLR 
model. 
The standard deviation (SD) is measured as the data variance is assessed. The lower the data 
variance, the smaller the SD, and vice versa.  Consequently, the coefficient of variation 
(CoV) measures the actual quantity of relative variation and reflects the accuracy of output 
and input data. According to (Pimentel-Gomes, 2000), a CoV value of less than 10% denotes 
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high precision, whereas values of 20–30% and greater than 30% denote low precision. It 
was found that the CoV values for the two models (PSO and MLR) were 11.83% and 12.59%, 
correspondingly, with a high degree of precision in establishing objective principles. In 
addition, a value close to 1.0 was attained for both models' mean values of the estimated BOD 
(1.03 and 1.1). The PSO is marginally more accurate than the MLR technique. 
Evaluating a model's suitability to estimate BOD appears crucial to consider both the mean 
and distribution of prediction errors of the estimated BOD. (Chang et al., 2012) used global 
statistics (R2 and mean square error MSE) that lack information regarding error distribution 
as this study's statistical performance evaluation criterion. The robustness of the model is 
evaluated using additional performance evaluation criteria, such as Average Absolute 
Relative Error (AARE), which shows the BOD performance index. It is evaluated such as 
(Dogan et al., 2008):  
 

AARE =
1

N
 ∑ |RE|n

p=1                                                       (9) 
 

In which, 

RE =  
tp−op

tp
 × 100                                             (10) 

tp stands for the pattern's observable BOD of pth testing, op for the BOD predicted by PSO for 
the pattern of pth testing, and N for all testing patterns combined.  
The AARE value decreases with increasing efficacy. The performance management of PSO 
outputs was evaluated by evaluating the coefficient of determination (R2). 
 

R2 =  
BODo−BODs

BODs
                                                         (11) 

 

where: 
BODo  =  ∑ (tp − tmean)2n

p=1                                                  

(12) 
 

BODs =  ∑ (tp −  Op)2n
i=1                                                   (13) 

 

where tmean represents the average BOD, MSE is defined as the average square error: 
 

MSE =  
1

N
 ∑ (tp −  Op)2n

i=1                                                  (14) 
 

The performance criteria for the MLR model and PSO model's test results are presented in 
Table 7. Fig. 2 illustrates, based on the test data set, how effectively the MLR and a specified 
PSO model predicted BOD. 
 

Table 7. The PSO model and MLR model's performance. 
 

Performance PSO model MLR model 
AARE (%) 9.41 12.99 

MSE 1029.10 1236.91 
R2 0.86 0.78 

Mean 1.03 1.1 
SD 0.12 0.13 

CoV (%) 11.83 12.59 
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Figure 2. Comparison between actual and predicted values for the proposed models, 
a) PSO, b) MLR. 

 
As depicted in Fig. 2, a and b have an acceptable R2 value of 0.86 and 0.78, respectively, 
which indicates a close correlation with the empirically determined values. The comparison 
of the two numbers demonstrates this. Furthermore, PSO performs statistically better than 
MLR when estimating BOD. 
Furthermore, the Absolute Relative Error ARE may be the most common method for 
evaluating the predictive capacities of the corresponding error variations (Bagheri et al., 
2012). ARE could be anticipated as follows: 
 

ARE% = |
BODact.−BODpred.

BODact.
| × 100                                            (15) 

 
According to Eq. (15), the frequency should decrease proportionally as ARE% increases. As 
shown in Fig. 3, the proposed model has the lowest ARE for the largest frequency (less than 
15%) and the highest ARE for the smallest frequency (greater than 20-25%). Therefore, the 
error distribution of the two predicted models is extremely satisfactory. 
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Figure 3. Absolute relative error (ARE) distribution for proposed models  

(BODPSO and BODMLR). 
 

9. CONCLUSIONS 
 
Current work demonstrates the BOD modelling capacities of the PSO and MLR models. 
Selecting PSO structure and input variables is essential to achieving highly determined 
precision. Consequently, a study on sensitivity has been performed using various 
performance statistics to ascertain the parameters' performance levels. Based on the results, 
a PSO model appears be a useful instrument to forecast the inlet BOD at Al-Rustumiya 
wastewater treatment plant. These findings indicate that COD predicts BOD more precisely 
than the other four variables (TDS, pH, SS, Cl-). In order, the remaining variables were used 
to estimate BOD. After applying sensitivity analysis, the following effective parameters were 
identified: chloride (Cl-), total dissolved solids (TDS), suspended solids (SS), and pH. Among 
the evaluated input combinations, the models with COD, TDS, pH, Cl-, and SS as inputs have 
the greatest performance standards. These variables are required for more precise BOD 
modelling, as shown. In addition, the MLR method was used to predict BOD. Based on the 
comparison's outcomes for PSO and MLR, respectively, AARE% (9.41, 12.99), MSE (1029.10, 
1236.91), R2 (0.86, 0.78). Mean (1.03, 1.1), SD (0.12, 0.13), CoV% (11.83, 12.59), it was 
determined that the PSO technique is superior to the MLR method. 
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