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ABSTRACT

In this paper, Optimal Brain Surgeon (OBS) pruning algorithm is proposed to optimize network
architecture with respect 1o testing patterns error and overcoming the overlitting problem. Turning
process is used as case study to improve the performance of the neural network-surface roughness
model. Using the proposed algorithm reduced the prediction error on testing patterns from 0.6237 1o
0.2854 based on the absolute percent error estimate. Also. a noticeable improvement is made in
correlation coefficient from 0.8656 o (L9807 making the network more reliable lor new operating
conditions. :
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INTRODUCTION

An Artificial Neural Networks (ANNs) is a common method for modeling and identification of
manufacturing Processes. The use of ANNs consists of two phases training and reasoning. The
performance of the neural network model during reasoning phase is largely dependent on the
available number of training patterns and network size. As the cost of collecting large number of
training patterns is high in most manufacturing processes and there are no hard and fast rules that
control the network architecture, most neural network models of manufacturing processes suffer
from overfitting problem.

The importance of applying neural networks in manufacturing processes has now been widely
recognized as it results in increased productivity, improved product quality, and decreased
production cost. Also. the complexity of most manufacturing processes is the obstacle 1o its
successful modeling using the conventional methods such as stochastic techniques. partial
difTerential ~quaiion. etc,
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Therefore. ANNs were used as a operating tool because they can handle strong non-linearties, a
large number of parameters, missing information, the ability 10 adapt themselves to changes in the
production environment, and can also be used in case where no detailed information is available
about the relationships among the various manufacturing parameters. Using ANNs for modeling
manufacturing  processes has been reported in many references. For example.
[Bauer and Georges.2001] developed a neural network based monitoring system for detection of
tool state (worn or sharp) of lathe machine. The system used the solid - borne sound signal in
machining o identify-the ol state. Sixtv-five features (Lime. frequeney-and statstical features)
were extracled from the signal o lorm the leatire vectors that act as inpul W a neural network
classifier. :

The work of [Silva, 2002] and [Scheffer, 2001] integrate the sensor fusion with neural networks to
develop monitoring system for tool condition in turning. Multi sensor signals (such as cutting
forces, machine vibration and current of spindle drive motor) were used to identify features related
to tool state. The feature vector was presented to two types of neural networks classifiers, Adaptive
Resonance Theory (ART) and Self — Organizing Map (SOM). The two networks showed excellent
results, the classification accuracy reached a bout 100%.

[T.Ozel, 2002] and [Nadgir, 2000] have been developed neural network prediction model to predict
flank wear of Cubic Boron Nitride (CBN) tools in hardened steel machining. The network was used
to predict the size of flank wear correspond to the cutting speed, feed rate, depth of cut, feed force
to cutting foree ratio and cutting time.

[Kazem, 2004] had been developed neural network model for surface roughness prediction in
turning operation of mild steel. The model showed good response to training data but unpredictable
response observed when new cutting conditions are presented to the network.

Neural networks, fuzzy logic and empirical modeling methods for machining processes are
compared by [Markos. 1998]. In that research. neural networks models are recommended over other
models. sine neural networks able to learn from examples, map nonlinear relations and deal with
noisy data efficiently.

[ts important to note that many of these neural network models suffers from overfitting problem in
which the model responds accurately to training patterns but gives large error when new patterns is
presented to the model. Therefore, these models can not generalize its knowledge acquired during
training phase due to small number of training patterns with respect to network’s degrees of
freedom (weights and biases).

Hence, this paper presents a novel post-training pruning method for arbitrary feedforward neural
network models 1o optimize the model architecture and improving the performance of the model to
new operating conditions (testing patierns) by discarding the non-essential weights (the weights that
have the smallest saliency) via optimal brain surgeon pruning algorithm.

ARTIFICIAL NEURAL NETWORKS

Neural networks are computational models thal share some ol the properties of the brain. These
nelworks consist of many simple “units” working in parallel with no central control. and learning
lakes place by modilying the weights between connections. The basic components ol an ANN are
“neurons”, weights, and learning rules. In general, neural networks are utilized to establish a
relationship between a set of inputs and a set of outputs. Fig.(1) shows the general architecture of a
multilayer, (fully connected) feedforward neural network. ANNs are made up of three different
types of “neurons”: (1) input neurons, (2) hidden neurons, and (3) output neurons. ;
Inputs are provided to the input neurons, such as machine parameters, and outputs are provided to
the output neurons. These outputs may be a measurement of the performance of the process, such as
part measurements. The network is trained by establishing the weighted connections between the
input neurons and output neurons via the hidden neurons. Weights are continuously modified until
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the neural network is able to predict the outputs from the given set of inputs within an acceptable

user-defined error level

Multilayer (fully connected) networks used in modelling the relationship between surface roughness
and cutting variables (cutting speed, feed rate. nose radius, and depth of cut) in turning process. The
activation function used during training is the tangent sigmoid function in the hidden layer and

linear activation function for the output layer.

Input layer Hidden Layer Output Layer .

Fig.(1} Multilayer Feedforward Neural Network Architecture

The network is trained by eror backpropagation algorithm. Initially, weights connecting
input and hidden units and weights connecting hidden and output units are assigned a random value,

The outputs of the hidden neurons are calculated by :

h.iﬁf{zptwu‘-'_le “}
Where
h;: the actual output of hidden neuron j .
pi: input signal of input neuron i .
wj;: weight between input neuron i and hidden neuron j .
b;: bias of hidden neuron j .
f: the tangent sigmoid activation function .

e output of the output layer is calculated by :

ak:i‘[ "'J'.lek-fb\} sty » ).

LA
Where .
gy the actual outpul of vutput neuron k.
wi: weight between hidden newron j and output neuron k
by: bias of the output neuron k .

The error at the output layer backpropagated using the relation :
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Where

{": the derivative of the activation function.

tx: the target of output neuron k.
The weights and biases are adjusted between the hidden layer and output layer (Equation 4,5) and
between the input and hidden layer (Equation 6,7) where the learning rate is denoted by a and
momentum factor by p ;

;“_I'n.wm(n)=uﬁhhr+pﬁwl.“{n~1} ...(4)
Ab,(n)=ad b, +pAb (n-1) i)
awl_l{n}=ur5jpi+_u£}.w“(n—i] . 220
Ab (n)=a8 +uAb (n-1) ' B )
Finally. the weights and biases are updated according

w(n)=w (n=1)+Aw  (n) . o8]
b.(n)=b,(n-1)+Ab,(n) ...(9)
wlj[n)-:wi}(n—l}hﬁwij(n} L A(10)
b,(n)=b(n-1)+Ab,(n) b

Once the network is sufficiently “trained”, a general model is created for the relationship between
inputs (cutting variables in turning process) and output (surface roughness). The user can then
determine the impact that a specific set of process inputs has on a set of process outputs. For
example, what affect does a change in machining parameters have on the quality of the machine
part? [Demuth. 1998].

Overfitting Problem

One of the problems that occurs during neural network training is called overfitting. The error on
the training set is driven to a very small value, but when new data is presented o the network the
error is large. The network has memorized the training examples, but it has not learned to generalize
to new situations.

When the number of Degrees Of Freedom (DOFs or parameters) of the network is too large with
respect to training patterns, overfitting problem occurs. On the other hand . when the network DOFs
are small, the network suffers from under fitting problem, in which the network can not learn the
relationship at all.

Unfortunately, it is difficult to know beforehand how large a network should be for a specific
application. Therefore, some means of network optimization most be implemented as done in this
work with the OBS pruning algorithm.

The following (example) ligure shows the response of'a 1-20-1 neural network that has been trained
lo approximate a noisy sine function. The underlying sine function is shown by the dotted line. the
noisy measurements are given by the *+* symbuols, and the ncural network response is given by the
solid line. Clearly this network has overfit the data and will not generalize well. [Stich, 2000].

Optimal Brain Surgeon (OBS) Pruning Aleorithm
The aim of OBS pruning algorithm is 1o capture the optimal network size by gradually reducing
(a large trained) network’s degrees of freedom. The algorithm is based on the idea of iteratively
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removing single degree of freedom (weight or bias) and then adjusting the remaining weights with a
view to maintaining the original input-output behavior [Hasegawa, 1976] and [pricipe, 2000].
Fig.(3) shows the flow chart of the algorithm. One of the fundamental concerns in this pruning
algorithm is how best .0 select the weights or biases to be removed.

Fumelion Approximation

Syl

i i A i L i L i
LB [ LE] i L] 0z a4 11T 0B 1
(]

Fig.(2) Overfitting problem

One possible strategy is to make use of some relevance or sensitivity measure to quantify the
contribution that individual weights or biases make in solving the network task, and then to select
the less relevant weight or bias as this to be eliminated. This sensitivity measure is called “weight
saliency” in which the effect of -each weight on the network error is taken in account. Thus, the
saliency of the weights and biases are computed and it has been shown that the Hessian matrix (H)
with elements
a°F

H, = : : (12)

d] a“.i!:}wj 2 ;
contains the required information. Where E is the network error which is defined as follow :-

i(ﬂ.*t,}: (13)

E=—
Q3 :
Where Q number of training patterns.
a; network response to pattern i,
t; network target to pattern i.
The problem with this computation it is nonlocal (requires information from pairs of weights). A
local approximation (sometimes poor) to the Hessian can be computed by taking into consideration
only the diagonal terms, which lead to the following calculation of the saliency
(training error change) s; for each weight w; :
H, w;

g, =— ' (14)
] 2

Removing single weight or bias is not the whole story. The (new) network must be retrained up to
50 iteration using Levenberg-Marquardt training algorithm to adjust the remaining weights in order
to compensate the effect of eliminated weight or bias.
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Note that the jterative nature of the above procedure allows the network designer to define
appropriate performance measure. So splitting the available patterns into training and testing
patterns making the network performance can be measured with respect to testing patterns in an
attempt to improve generalization. Moreover, after pruning the optimal (final) network need not be
retrained because the updating of the weights is embedded in the pruning algorithm itself,
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Neural Network-Surface Roughness Model

One of the main objectives of this paper is to estimate a network model with high generalization
ability. The neural network model for surface roughness prediction in turning process consist of
four neurons in the input layer (one for each cutling parameters, cutling speed. feed rate, nose radius
and depth of cut), fifieen neurons in the hidden layer, and single neuron in the output layer
(corresponding to the predicted surface roughness). Table(1) shows the available patterns.
[Hintz-Madsen. 1998] for training and testing. Ninety percent of these patierns is taken for training.
while the remainder is used for testing purposes to provide a measure ol the network gencralization

I new O]}L‘I‘Llliﬂg {.'i.]”dil.il_“ I, |i| sbal k. Fal |:| canpected netw [H['k must he |j;|i”|“"|_| and ested to new
patterns (not contained in training patterns). The network training is done via Levenberg-Marquardt
training algorithm with fifteen hidden neurons up to 61 epoch as shown in Fig.(4).
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Network Simulation

Testing ol & neural network maodel requires new independent (unseen previously by the network)
- data set to validate the gencralization capability ol the network. Fig.(5) shows the network response
to testing data set and its deviation from the targel surface roughness,

The prediction accuracy for the testing patterns based on mean absolute percent error (APE)

criteria:-
Performance is 3.91605e-015, Goal is 1e-010
m-l.l L A i 1 i i
- 1] 10 0 30 40 30 G0
. Epochs
Fig.(4) Training Session
|Network Response — Target]
APE = s 2 1% 100%
Tﬂl‘gﬁt (] 5)

is 37.6%, and the correlation coefficient 0.8656. As expected. the response of the network to testing
data 15 poor. Since the network size is very large with respect to available training data, overtraining
would be occur and the ability of the network 1o generalize the information acquired during training
phase wowd be poor. Therefore, Optimal Brain Surgeon (OBS) pruning algorithm must be
implemented 1o optimize the network archiiccture and to improve the gencralization ability ol the
surface roughness model.
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Fig.(5) Deviation Of Network Response From Target Surface Roughness
For Testing Patterns.

Optimal Brain Surgeon Pruning of the Surface Roughness Model

The idea of optimal brain surgeon pruning of the surface roughness model is to find a suitable
criteria to decrease the number of network parameters to optimize the network architecture and
therefore, improving network performance to any new input patterns.

MATLAB based computer program was used to implement the OBS pruning algorithm. The
optimization strategy is based on the minimum testing error. In other words, the optimal network
architecture is the network which gives minimum testing error rather than training error. The
pruning session is shown in Fig.(6) .

This figure is read from right to Jeft. the errors to the right are associated with the initial network
paramelers (91 weights and biases). This ligure gives very rich information. It can be noted that the
training error is very small in the initial network architecture while the testing error is large, As
pruning starts, single weight elimination is done in cach times resulting in new network. this new
network 18 retrained up to 50 iteration using Levenberg- Margvardt training algorithm to adapt the
network weights. afier this. the network simulated with training and testing patterns to compute the
corresponding errors. These errors are plotted versus network parameters. Then, another weight is
eliminated and so on.

Fig.(7) shows that optimal network(partially connected network) architecture which gives minimum
testing error the one which have 54 weights and biases . :
Table(2) shows the weights and biases of the pruned network. It is important to note that pruning
session must be run several times each with different initial weights and biases to avoid local
minima problem in capturing optimal network architecture. The network resulted from pruning
session is ¢~lled “partially connected network™.
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Table (1)Training Data Set (cont. )
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Discussion of the Results !

In this work, neural networks are used to model the relationship between surface roughriess and
rl'IE!LhII']II'hj;. variables {eutting speed. depth d‘iﬂlﬂ" iose radius and feed rate) in tirming process. The
developed neural network madel (1ullyv cor nected network) sulfers from overfitting problem. in
which the network can not gencralize its knowledge acquired during training phase 10 new
operating conditions. Thus, the network showed poor response to new patterns
(which are not seen during training) as illustrated in Fig.(5).Therefore. OBS pruning algorithm is
used to optimize network architecture and to improve the generalization capability of the network
resulting in a partially connected network with 54 weights and biases as shown in Fig.(7).

Fig.(6) shows pruning session, where the network performance in terms of training and testing
error are plotted versus the number of network parameters (weights and biases). From this figure,
optimal network architecture that gives minimum testing error is chosen. This figure is read from
right to left and gives very important information. The error to testing patterns is very large when
the size of the network is large although the training error is small. Therefore, a trade-off between
training and testing error must be made in order to catch the optimal network architecture.

The developed neural network model was used o predict surface roughness for the available
machining variables which show a reasonable agreements between the lmbet and the predicted
values as illustrated in Figs.(8). -

The pruning algorithm reduced prediction error for testing  patterns  from  0.6237
(for fully connected network) to 0.2854 (lor partially connected network), with a noliceable
improveme .t in correlation coefficient from 0.8636 o 0.9807 making the network more reliable for
new operating conditions.

CONCLUSIONS

The OBS pruning algarithm has strong influence on the ability of the network to generalize its
knowledge acquired during training phase to any new unseen operating conditions. Thus, the poor
response of the fully connected network architecture to testing patterns is overcomed by pruning,
making the neural network model applicable not to training data only, but to a wide and different
range o machining variables for surface roughness prediction.
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