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ABSTRACT 

 

It has increasingly been recognised that the future developments in geospatial data handling will 

centre on geospatial data on the web: Volunteered Geographic Information (VGI). The 

evaluation of VGI data quality, including positional and shape similarity, has become a recurrent 

subject in the scientific literature in the last ten years. The OpenStreetMap (OSM) project is the 

most popular one of the leading platforms of VGI datasets. It is an online geospatial database to 

produce and supply free editable geospatial datasets for a worldwide. The goal of this paper is to 

present a comprehensive overview of the quality assurance of OSM data. In addition, the 

credibility of open source geospatial data is discussed, highlighting the difficulties and 

challenges of VGI data quality assessment. The conclusion is that for OSM dataset, it is quite 

difficult to control its quality. It therefore makes sense to use OSM data for applications do not 

need high quality spatial datasets.     
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 بياناته ت السيطرة على جودةمهل ت:  OpenStreetMap هشروع ر بذايةعشر سنوات هن

 
هيثن هطشر شرقي. د.م  

 لسُ ٕ٘ذست اٌّسازت

خاِؼت بغذاد/ و١ٍت إٌٙذست   

 

 الخلاصة

 

اٌّسخمب١ٍت فٟ ِؼاٌدت ٘ذٖ اٌب١أاث سخخزوز ػٍٝ  لاحدا٘اث اٌبسث١تاْ ا اٌّخؼٍمت بخس١ًٍ اٌب١أاث اٌّىا١ٔتزذ٠ثت ثبخج اٌذراساث ايأ

 Volunteered Geographic Information دراست طب١ؼت ٚخٛدة اٌب١أاث اٌّىا١ٔت اٌّدا١ٔت إٌّشٛرة ػٍٝ شبىت الأخز١ٔج

(VGI) . ُِٞٓ ٔظاَ اٌخّٛضغ  طز٠ك خّغ اٌب١أاث اٌدغزاف١ت باٌّسر الأرضٟ باسخخذاَ ِسخمبلاثػٓ اٌخزائط  ٕٔخح ٘ذا إٌٛع

، ٚ وذٌه  فٟ اغٍب اخٙزة اٌٙاحف اٌّسّٛياٌّخٛفزة زا١ٌاً Global Positioning System (GPS)  اٌّسٌّٛت اٌؼاٌّٟ

٠ّىٓ ٌٍّسخخذ١ِٓ حسز٠ز اٌّساراث . اٌصٛر اٌفضائ١ت اٌّدا١ٔت إٌّشٛرة ػٍٝ شبىت الأخز١ٔجن بالاسخؼأت بّصادر ززة أخزٜ

واي شٙذث اٌؼشز سٕٛاث الاخ١زة دراست ٚحس١ًٍ دلت ٚحدأس ِٛالغ ٚاش  .ٚاٌطزق ٚحسذ٠ثٙا ِٓ خلاي ٚسائً اٌخسز٠ز اٌّخازت

 OpenStreetmapاٌؼٛارض ػٍٝ اٌخزائط إٌّخدت ػٍٝ شبىت الأخز١ٔج ٚبالاخص ِشزٚع خزائط اٌشارع اٌّفخٛذ 

(OSM) . حمذَ خز٠طت ززة ٌٍؼاٌُ بأوٍّٗ لابٍت ٌٍخسز٠ز ِٓ لبً أٞ شخص، شب١ٙت بطز٠مت ػًّ اٌّفخٛذ خز٠طت اٌشارع

 ِصذال١تِٕالشت  ، بالإضافت اٌٝ OSM ب١أاث خٛدة ضّاْ ػٓ شاٍِت ٔظزة حمذ٠ُ٘ذا اٌبسث إٌٝ ٠ٙذف  .ِٛسٛػت ٠ٚى١ب١ذ٠ا
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 حم١١ُفٟ  VGI ِسخخذِٟ حٛاخٗ اٌخٟ ٚاٌخسذ٠اث اٌصؼٛباث ػٍٝ اٌضٛء ٚحس١ٍط اٌّىا١ٔت، اٌدغزاف١ت ب١أاثًٌ اٌّفخٛذ اٌّصذر

 اٌب١أاث٘ذٖ  سخخذاَا إٌّطمٟ فّٓ ٌذا OSMب١أاث  خٛدة ػٍٝ ٌس١طزةا خذا اٌصؼب ِٓأٗ إسخٕخح ٘ذا اٌبسث  .٘اب١أاث خٛدة

     .اٌٝ دلت ػا١ٌت ، ٌٚلاغزاض الاسخطلاػ١ت ٚػًّ اٌذراساث الازصائ١ت حسخاج لا ٌخطب١ماث

 

1. INTRODUCTION 

The past 30 years has seen the start and the development of the Internet technologies, which 

were initially used to obtain information only, Harris, 2008. However, in recent years, the 

advancement of web technologies has favoured the design of new patterns and practices models 

on the web extending beyond passive receiving of data. These cumulative developments are 

grouped under a common concept known as Web 2.0. The first official introduction of the term 

Web 2.0 was in the first conference of Web 2.0 (O’Reilly Media) by Tim O’Reilly in October 

2004. Although the term Web 2.0 indicated a major change in the approaches of software 

developers on the web, it did not mean a new version of the World Wide Web. Web 2.0 has been 

described essentially as being a platform that can collect together different sites and software and 

make them easily available and useable to users, O’Reilly, 2005.  

The emerging of Web 2.0 technologies has led to significant changes in the methods of 

producing, processing, sharing and spreading information through the Internet, Rinner et al., 

2008. One consequence is enabling users to collaborate and interact among each other more 

easily and effectively. This is represented by the availability of a variety of social networking 

and communicating sites such as Facebook, Twitter, Flickr and You Tube. By using these 

facilities, it is possible to upload pictures or videos for public sharing; at the same time, it is also 

possible to make comments on the postings of others. Both of these practices facilitate the 

sharing of huge amounts of information on the web. Hence, nowadays not only professional 

users, but also non-experts, can generate and publish information on the Internet. This free 

sharing system was known as User Generated Content (UGC), Krumm et al., 2008. 

Since the term UGC refers to a variety of activities and applications, it is difficult to offer a 

standard definition for it. For instance, in their review of UGC, Vickery and Wunsch-Vincent, 

2007 identified the meaning of UGC as the ability of creating publicly, data on the Internet 

which can be achieved by amateurs or professionals with limited creative efforts. However, other 

authors did not accept this description as a common UGC definition; for example, Ochoa and 

Duval, 2008 reported that the UGC concept may be considered local rather than universal, as 

uploaded data may be available only for a specific group and not for common usage, or it may be 

simply rearranging such information and not making new contributions. Nonetheless, generally 

speaking, UGC can refer to information or media that may appear on the web which was 

contributed by volunteers without anticipation of any type of income, Krumm et al., 2008. 

A classical example of this kind of provision of information is Wikipedia (the free 

encyclopaedia). Wikipedia was originally established and founded by Larry Sanger and Jimmy 

Wales in 2001, Miliard, 2008. As Wikipedia adopts an open model for uploading and editing the 

contributions of others, which are in most cases articles, the numbers of the registered users and 

the articles in Wikipedia have increased significantly according to its statistics. However, the 

question of accuracy will arise when comparing this freely available data with professional 

productions. Inaccurate structure, bad quality and wrongly edited articles might be expected. 

Nevertheless, this is not the case in some situations when the free data is created by a group of 

people rather than single person, a factor that has been emphasised by, Goodchild and Glennon, 

http://en.wikipedia.org/wiki/O%27Reilly_Media
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2010. They reported that the information obtained from a few contributors will be less accurate 

than that obtained from many people. Furthermore, the Wikipedia community has developed its 

regulations and rules through a specific section of wiki space. This offers an opportunity to 

members to contact each other and decide upon standards for documented data in Wikipedia. 

This is why the concept of UGC expanded to several fields rapidly. For instance, the trend 

towards user-generated content which can be provided or shared online has had profound 

impacts on the geo-data scene. 

By using Web 2.0 practices, an amateur can readily upload geo-data on the Internet. For 

example, nowadays any person can pick up the geographical information regarding their routes 

by using GPS in their driving or biking activities. Then, it is possible to contribute to updating 

and extending existing road databases on the web. It is also possible to add names or 

photographs to these datasets by means of the geotagging process. As these data are typically 

produced by volunteers, they have been labelled by Goodchild, 2007 as volunteered geographic 

information (VGI). There are many alternative names and definitions for the phenomenon of 

geospatial information on the web. For instance, the term 'geospatial information bottom-up' was 

used by Bishr and Kuhn, 2007 to refer to geo-data on the Internet, whereas according to a 

definition provided by Turner, 2006, this kind of information was coined as 'neogeography' and 

the same concept was also used by Haklay et al., 2008. On the other hand, for Sui, 2008, VGI 

means 'geography without geographers'. Whatever concepts that have been used to describe the 

open spatial data enabled on Web 2.0, the term VGI is the most widely adopted by many authors; 

see for example, Mooney et al., 2010, Coleman et al., 2009 and Elwood, 2008. The term VGI 

was generally used to refer to creating, disseminating and updating geospatial data voluntarily on 

websites. This basically means combining the efforts of individuals or collaborative communities 

in such a way as to supply this new kind of geospatial data. Similar to UGC applications, VGI 

data can be effectively utilised by people other than the producers without any restrictions or 

rules. 

VGI is similar to other open source productions in that producers and users of VGI data come 

from a variety of backgrounds because any person can become involved in this activity. In 

addition, there are no standard methods for uploading this kind of data. Since most VGI data are 

created by non-professionals, interest in integrating VGI with formal data, for instance, to 

develop and update formal datasets, may raise some concerns. From this point of view, Elwood, 

2008 highlighted the need to investigate the different types of VGI with specific emphasis on 

examining the impacts of VGI services, such as tools and procedures that were used to collect, 

create and share this data, on the accuracy and the validation of using VGI for multiple purposes. 

Therefore, these databases are easily subject to heterogeneity and errors. However, VGI does 

suggest a new and powerful approach that could be efficiently used to create up to date datasets. 

Real time geospatial data that can be obtained from VGI are necessary for several purposes such 

as emergency actions; for example, Zook et al., 2010 reported that the flexibility of free web-

based mapping services played a major role in aiding and rescuing people when an earthquake 

hit Haiti in January 2010. After the earthquake free information technologies such as aerial 

photographs were used in order to supply the necessary information about the most devastated 

areas and to produce route maps to deploy resources. Therefore, VGI can offer the most 

interesting and the cheapest geographic information to users and sometimes it will be the only 

source of information, especially for remote areas, Goodchild, 2007.  

In view of the fact that this article focuses on OpenStreetMap (OSM) data quality investigations 

in general, as OSM is the leading example of VGI projects that are concerned with geospatial 
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data development around the world, the OSM project will be discussed in greater detail than 

other VGI data types.  

2. CHARACTERSTICS of OPENSTREETMAP 

The OpenStreetMap (OSM) is an online geospatial database launched in England (London) by 

Steve Coast in 2004, Chilton, 2009. In particular, it aims to produce and supply free editable 

geospatial datasets for a worldwide audience. The OSM fundamentally relies upon the 

collaborative volunteers’ contributions for collecting and uploading geographic data to the 

common data base on the Internet, Ciepluch et al., 2009. In general, contributors can collect the 

OSM data by controlling handheld portable GPS devices (navigation mode) such as the Garmin 

series. Nowadays, it is also possible to use built-in GPS applications which are available in most 

mobile phones models such as iPhone. In order to map a certain area using GPS technique, for 

instance, the OSM community gathers volunteers through an activity called 'mapping parties'. An 

example of this can be found in the study carried out by Perkins and Dodge, 2008 in which they 

illustrated a case study of a mapping party in Manchester, UK, in 2006. Although the GPS 

receivers may probably be considered as being the most important information source for the 

OSM project, there are also alternative data sources such as tracing data Yahoo imagery and /or 

Landsat images, Ramm et al., 2011.  

The OSM database allows for every user to reproduce or edit its datasets without the necessity 

for any authorization although attributing the data to OSM is required. Thus, the OSM project is 

technically similar to the Wikipedia (free encyclopaedia) concept. The users of these systems are 

able to modify and add or even delete the contributions made by others. The underlying OSM 

map data can be uploaded by creating a user account and edited online through a wiki-like 

interface. There are many other services that provide mapping on the Internet freely. For 

example, Microsoft offers Bing Maps, and Yahoo Maps and Google Maps are readily available. 

However, the users of these alternative map sources have only been provided with a very limited 

right to use their datasets. It is not permitted for users of these services to edit or update their 

datasets. Compared to the OSM data, there are several restrictions and conditions for using the 

Google Map service, as illustrated in GoogleMaps, 2012. For example, the raw data of Google 

Maps is not available to the users at all; however, it can be used by commercial companies such 

as TeleAtlas and Navteq, as they pay for downloading these, while OSM data can be 

downloaded by any user. Consequently, the OSM project can be considered as being one of the 

most useful online mapping services in that it is suitable for education in schools and 

undergraduate studies. The survey conducted by Bartoschek and Keßler, 2013 revealed that 

OSM is the most renowned online mapping service among students. The above mentioned 

positive aspects of OSM data, in addition to the possibility of using OSM as a base map for 

studies in cartography, make OSM a flexible tool in education.   

The main other difference that may be noticed when comparing OSM data to other public 

mapping services is the level of detail as far as features are concerned. It is clear from Fig. 1 that 

the site of Newcastle upon Tyne appears more complete in the OSM map than in the Google 

Maps version. However, the levels of detail of OSM maps vary around the world, Ramm et al., 

2011. There are some places, such as the UK, that are mapped very well, whereas there are other 

parts of the world, such as Iraq for example,  that have a little coverage for the centres of the big 

cities only. In fact, there is no detailed data for the countryside or the suburban areas, see Fig. 2. 

The detail of OSM maps is fundamentally based on the number of the volunteers that are 

available in each place around the globe.  
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The amounts of OSM data are increasing every day on the Internet. The number of registered 

users of this project is also growing at a remarkable rate. For example, Haklay and Weber, 

2008 reported that in 2008 the number of registered users of the OSM project was approximately 

33,000, while at the time of writing this paper there are about 1,600,000 registered users, see Fig. 

3 and Table 1, OSM-stats, 2014. It is clear that the number of registered people has increased 

by more than forty five times during the last six years. However, the number who edit is a 

minority of these. This view is supported by Neis and Zipf, 2012 who concluded that the rate of 

the registered users who achieved at least one edit of OSM data was only 38% of the total 

number of members. They also found that only 5% of the registered members have contributed 

more than 1000 nodes. Information can also be obtained from the OSM-stats, 2014 with regard 

to the total number of uploaded GPS points, nodes, ways and relations for the real time OSM 

database. These statistics reflect the rapid growth of OSM data on the web, as shown in Fig. 4 

and Table 2.  

There are various aspects to the most important motivations for these developments, for instance, 

gaining advantages from the free accessibility of OSM data (licence, cost, sharing) and opening 

up a new paradigm of 'geo-data-people’s' Spatial Data Infrastructures (SDI). Access to current 

OSM data without any charge is available to anybody with web connections. In addition, the 

wide-ranging coverage of OSM data sources (around the world) allows visitors to search a world 

map and download different portions from a distance for any part of the world. Although these 

are positive aspects, the problem of heterogeneous data quality has emerged, Al-Bakri and 

Fairbairn, 2011, as will be discussed in more details in section 3.  

 

3. THE ASSERTION of DATA QUALITY and CREDIBILITY of OPEN SOURCE DATA  

Before discussing the problems of VGI data quality, it is necessary to understand the meaning of 

'data quality'. Data quality as a concept may be defined differently, depending on the context in 

which it applies. There are many definitions of data quality in the literature. Each varies from 

organisation to organisation, application to application or person to person. For instance, the 

term 'quality' can be defined as an indication of high degree of craftsmanship or creativity,  

Veregin, 1999. In contrast, Jakobsson, 2002 regards data quality as a function of the difference 

between a dataset and the universe of discourse, when the universe of discourse is the actual 

objective world view and the dataset is the identifiable collection of any related dataset. In terms 

of spatial data, the notion of quality has been clarified by Korte, 2001 as being the degree of 

how accurately the GIS data can be represented or meet a specific accuracy standard. 

In most cases, the VGI data on the web may not contain any information about their quality. 

From this perspective, Flanagin and Metzger, 2008 supposed that the VGI data may improve 

spatial data content in general; however, the quality and accuracy of this data has still attracted 

the most attention to date. There are many reasons making VGI quality information extremely 

significant. For instance, the increasing of the decision making procedure based on the 

information of spatial data and the possibility of integrating different datasets which can be used 

for more GIS analysis and applications. The dependability of VGI data quality should be taken 

into consideration by people who have been collecting and disseminating this information. VGI 

data is usually collected by volunteers; thus its quality will vary and nobody can guess or know 

the value of it. This drawback has been agreed upon by authors such as, Haklay, 2010 and Auer 

and Zipf, 2009. 

There are several legitimate criticisms that make the assessment of VGI quality difficult. For 

example, there is an enormous variety of people who contribute VGI data and there is no unified 
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authority whose role is to assess the quality of spatial data.  Additionally, because of the different 

perspectives of data developers, it is highly likely that heterogeneities will be found in resulting 

datasets, Elwood, 2009. This inspired Exel et al., 2010 to include crowdsourced dynamics as an 

indicator of crowdsourced spatial data quality determination. They aimed to establish spatial data 

quality operational indicators for both user and feature quality. Their proposed approach 

fundamentally considered different crowdsourced activities such as the number of editors or 

edits per feature and the historical (or temporal) information of the features which includes the 

development of such features over time. This suggested framework may assist in measuring the 

density of edits to an area of crowdsourced data and ultimately assessing its data quality.  

Elsewhere, Goodchild and Li, 2012 have argued that although VGI may offer numerous 

advantages such as the free availability and accessibility of spatial datasets, the quality of VGI 

data should be considered as a vital issue as VGI data does not follow a standard structural 

design. Therefore, they investigated three different approaches to assess the quality of VGI data. 

Such quality assurance approaches are firstly, validation by crowdsourcing, secondly the social 

approach, relying on a hierarchy of 'trusted' individuals, and finally the geographic approach, 

which examines the probability of features being correctly located with reference to the 

surrounding context and geographical area. Subsequently, they compared these approaches with 

the quality assurance approach that is usually used by traditional mapping agencies. Some 

analysts (e.g. Hagenauer and Helbich, 2012) have pointed out that VGI data quality issues, 

especially completeness, can affect the fitness for use for such applications (e.g. urban planning). 

Therefore, they suggested a methodology to calculate through OSM data which urban areas in 

Europe are mapped or partially mapped. Their results found that the delineations of urban areas 

are based on the location.   

The increase in the amount of data has also led to an increase in the heterogeneity between 

datasets. For instance, within different datasets, the features may be varying in accuracy due to 

the methods or skills that were employed for the purpose of collecting data. According to 

Haklay, 2010, the distribution of errors in VGI data is usually based on the carefulness of each 

contributor. Therefore, the concern of trust of VGI data quality is the main issue facing the GI 

community. These heterogeneities may be especially problematic when the integration of multi-

source spatial datasets is the target, for example.  

4. HISTORY of OSM GEOMETRICAL SIMILARITY MEASUREMENT 

4.1 POSITIONAL DISCREPANCES 

In order to understand the legitimate criticisms that the assessment of VGI quality is difficult, it 

is necessary to study previous researches and investigations which place emphasis on the 

assurance of VGI data quality. Furthermore, it is important to present research literatures related 

to quantitative measures for evaluating VGI quality. For instance, Ather, 2009 carried out a 

research to look at the positional accuracy of OpenStreetMap data through comparison with the 

OS MasterMap dataset. Further map quality tests were also conducted in terms of a completeness 

study of road name attribution, and an analysis of number of users per area.  The results of this 

analysis found that the positional accuracy of OpenStreetMap data to be very good in 

comparison to OS MasterMap, with over 80% overlap between most the road objects tested 

between the two datasets. The results also found there to be a positive correlation between road 

name attribute completeness and number of users per area. 

Haklay, 2010 examined the positional quality of OSM information by comparing it with OS-

Meridian 2 datasets. The Meridian 2 dataset supplies detailed data of road networks in Great 



7 
 

Britain such as motorways, minor and major roads. In addition to use more data sources in order 

to complete this investigation. These involved the 1:10,000 raster files from OS, and some data 

about the neighbourhood size which is based on Census from OS and national statistics office. 

The main focus of Haklay’s work was limited to the measuring of the quality of roads or 

motorways of OSM datasets. The findings of Haklay’s study also showed that the quality of 

OSM data is variable when compared to OS datasets within the average of 6m of positional 

accuracy. 

Girres and Touya, 2010 assessed the quality of OSM datasets in France. In their investigation, 

many quality elements for OSM data were evaluated. The more interesting parameters that will 

be illustrated and described in this paper is geometric accuracy. Their analysis included the 

comparison of OSM data with the French National Mapping Agency geographic datasets. The 

results of their positional analysis of the road intersections indicated that the most frequent 

positional differences ranged between 2.5m to 10m, and the average value of the positional 

differences was nearly 6.65 m. 

The differences between linear features were calculated by applying two techniques: the 

Hausdorf distance approach, which computes the maximum distance between the compared 

linear features, and the average distance approach, which takes the average distance between the 

compared polylines, a method suggested by McMaster (as cited in Girres and Touya, 2010). 

The principles of these methods can be seen in Fig. 5. The results of their study showed that the 

mean difference values between the compared roads were about 13.57m and about 2.19m for the 

Hausdorf distance and average distance methods respectively. 

Fairbairn and Al-Bakri, 2013 also investigated the positional similarity of OSM dataset. They 

presented a methodology for assessing positional quality for Volunteered Geographic 

Information (VGI), such as OpenStreetMap (OSM) data, and authoritative large-scale data, such 

as Ordnance Survey (OS) UK data and General Directorate for Survey (GDS) Iraq data. The 

analyses are presented with a user-friendly interface which eases data input, computation and 

output of results, and assists in interpretation of the comparison. The results showed that a 

comparison of positional of OS data or GDS data, with those of OSM data, indicates that their 

integration for large scale mapping applications is not viable. 

In another study, Ming et al., 2013 proposed a quality analysis model for OpenStreetMap crowd 

sourcing geographic data. Firstly, a quality analysis framework was designed based on data 

characteristic analysis of OSM data. Secondly, a quality assessment model for OSM data by 

three different quality elements: completeness, thematic accuracy and positional accuracy was 

presented. Finally, take the OSM data of Wuhan for instance, the research analysed and assessed 

the quality of OSM data with 2011 version of navigation map for reference. The result showed 

that the high-level roads and urban traffic network of OSM data has a high positional accuracy 

and completeness so that these OSM data can be used for updating of urban road network 

database. 

In 2014, Yang et al. published a paper in which they developed an approach for integrating VGI 

POIs and professional road networks. The proposed method first generates a POI connectivity 

graph by mining the linear cluster patterns from POIs. Secondly, the matching nodes between the 

POI connectivity graph and the associated road network are fulfilled by probabilistic relaxation 

and refined by a vector median filtering VMF. Finally, POIs are aligned to the road network by 

an affine transformation according to the matching nodes. Experiments demonstrate that the 
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proposed method integrates both the POIs from VGI and the POIs from official mapping 

agencies with the associated road networks effectively and validly, providing a promising 

solution for enriching professional road networks by integrating VGI POIs. 

4.2 SHAPE SIMILARITY MEASUREMENT 

In addition to the investigation of the positional similarity issue, there are several authors have 

examined various issues and problems that may relate to OSM data quality assessment such as 

measuring the quality of the shapes. For example,  Haklay, 2010 investigated the linear quality 

of OSM information by comparing it with OS-Meridian 2 datasets as mentioned above. The 

methodology which was applied to assess the quality of motorways of OSM data was based on 

approaches by Hunter, 1999 and Goodchild and Hunter, 1997. The method of buffer was 

adopted to determine the accuracy of such lengthy objects by applying a certain distance of 

buffer size for this test. The results of the analysis showed that the average of overlap 

percentages when comparing OSM with OS datasets were approximately 80%, 88% and 77% for 

motorways, A-roads and B-roads respectively.  

The quality of VGI data has received more attention from the GI community; for example, the 

investigation that was carried out by Zielstra and Zipf, 2010. They studied the quality of the 

routes and roads of OSM data in Germany. The OSM information has been compared with a 

commercial dataset known as Tele Atlas. They based their approach on that suggested by 

Goodchild and Hunter, 1997 to measure the quality of linear features. Their results found that 

the overlap percentages between the roads of OSM data and Tele Atlas datasets were ≥ 80% for 

most of the roads in major cities. In addition, they reported that the overlap percentage in towns 

of medium size was between 50% and 80%. They argued that the results of their comparisons 

revealed that the accuracy seems quite good and the OSM data can be used for many routing 

applications. However, they found that there are still shortcomings in the accuracy of the 

regional OSM datasets. 

Girres and Touya, 2010 assessed the shape quality of OSM datasets in France. In their study, 

they considered the differences between polygonal objects of lakes. The surface distance method 

which was proposed by Vauglin (as cited in Girres and Touya, 2010) was adopted to quantify 

polygon differences. The method based on the common area of the two compared objects. The ds 

value will be zero if polygon A is equal to polygon B, while it will be one if A is not equal to B. 

The results of this method showed that there is a small difference between the polygons of the 

comparison datasets.  

Koukoletsos et al., 2012 suggested an automated feature-based matching method specifically 

designed for VGI, based on a multi-stage approach that combines geometric and attribute 

constraints. It was applied to the OSM dataset using the official data from Ordnance Survey as 

the reference dataset. The results were then used to evaluate data completeness of OSM in 

several case studies in the UK. The method combined geometric and attribute constraints (road 

name and type) in order to deal with heterogeneous datasets, taking into account that attributes 

may be missing. When tested on OSM (VGI) and ITN (Reference) datasets for the selected rural 

and urban areas, the process lasted eight and 15 hours, respectively. Data matching proved to be 

efficient, with matching errors between 2.08% (urban) and 3.38% (rural areas). Data 

completeness of the VGI dataset is then calculated for smaller areas (tiles), giving more 

representative results of its heterogeneity. 
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Neis et al., 2012 outlined the development of Volunteered Geographic Information in Germany 

from 2007 to 2011, using the OpenStreetMap project as an example. Specifically, they 

considered the expansion of the total street network and the route network for car navigation. 

With a relative completeness comparison between the OSM database and TomTom‘s 

commercial dataset, they showed that the difference between the OSM street network for car 

navigation in Germany and a comparable proprietary dataset was only 9% in June 2011. The 

results of thier analysis regarding the entire street network revealed that OSM even exceeds the 

information provided by the proprietary dataset by 27%. Further analyses showed on what scale 

errors can be reckoned with in the topology of the street network, and the completeness of turn 

restrictions and street name information. In addition to the analyses conducted over the past few 

years, projections have additionally been made about the point in time by which the OSM dataset 

for Germany can be considered complete in relative comparison to a commercial dataset. 

A recent study by Fairbairn and Al-Bakri, 2013 involved creating a user-friendly interface 

incorporating quantitative and visual analysis of dataset comparison that could be used to assess 

geometrical similarity of OSM data. The interface was designed for assessing linear and shape 

matching, in this case comparing the formal data OS and GDS, with the rigorous field survey 

(FS), and the informal OSM data. The results of this analysis showed that the shape 

measurements of the informal OSM data do not match the formal data in any of the case study 

areas examined. 

5. DISCUSSION and CONCLUSION 

This paper has shown that there are significant incompatibilities preventing the matching of VGI 

with formal datasets. However, some of these can be addressed in a positive manner with regard 

to certain aspects such as the richness of datasets that have been offered by VGI data sources, 

Ballatore and Bertolotto, 2011. For example, the richness of feature type definition in OSM 

could enhance the value of integration. The growing availability of the subclasses of OSM 

features may enable a wealth of new opportunities to enhance and update the quality of feature 

classification of formal or governmental data. For instance, by comparing the children levels (i.e. 

fourth level) of XML schema trees of OSM datasets with those of formal datasets, as shown in 

Al-Bakri and Fairbairn, 2012, it can be seen that the schema of OSM feature classifications 

display more distribution and classes especially at the latest or end levels. The dynamic nature in 

terms of the frequency of updating and gathering detailed features of OSM data have established 

these aspects of feature types of OSM project as being particularly useful. This can be 

considered as one positive aspect of OSM or informal datasets which could enable these kinds of 

spatial datasets to be beneficial or advantageous.  

Although the current study demonstrated that a divergence exists when evaluating the 

geometrical elements of VGI and formal spatial data sources, Zielstra and Hochmair 2011 

showed that the integration of pedestrian routes’ accessibility to transit stations (bus and metro 

stations) of VGI data, such as the OSM project, into the data produced from Tele Atlas and/or 

NAVTEQ can be useful in US and German cities. The reason for including OSM data in this 

integration process as a worthy source of pedestrian routes has been explained by the authors as 

being a potential rich and valuable source of pedestrians’ data that can be supplied from OSM 

project. This merit of OSM data has been proved by the findings of the numerical analysis of,  

Zielstra and Hochmair 2011. They showed that the information about pedestrian segments of 

OSM data can increase the usage of the transit facilities when the commercial data is not 

available, as in the case studies in Germany and some US cities such as Chicago and San 

Francisco. It seems possible that these results are due to the effective efforts of OSM 
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communities in Germany and some US cities to develop comprehensive OSM pedestrian path 

networks.   

The positive aspects of VGI data that were mentioned in Section 2, such as the easy access, free 

use and the rapid growth of these kinds of datasets, makes it possible to envisage further 

practical applications of them. For example, the combining of the richness of the OSM database 

into the addresses of places around the world, by following mapping mashup technologies, may 

produce a compatible and helpful database. This could be used for tourist or navigation purposes 

rather than using traditional formal and expensive tourist maps. Another useful VGI application 

was suggested by Neis et al. 2010. They explained that the integration of up-to-date OSM data 

into the UN Spatial Data Infrastructure for Transportation would make it possible to manage 

disaster relief by creating crisis maps. The obvious example of this situation was when an 

earthquake hit Haiti in 2010 and how the use of OSM helped in the rescue of people, as 

described in introduction.   

The availability of other VGI data sources beyond OSM can also be useful and valuable for such 

applications. The other VGI data sources, especially those which do not provide pure spatial 

datasets, such as Flickr, may be used for such applications that do not need to consider the spatial 

data quality elements in the processing flowline. For instance, Schade et al. 2011 proposed a 

workflow for using VGI data such as Flickr images for risk detection events. They initially 

described the positive characteristics of this kind of dataset and why it can be applied for this 

application. The massive growth of images through this website, the multiplicity of options for 

uploading images and the ability of users to geotag images can be considered the main positive 

aspects of this service. As an example of their application, Flickr images were used to detect the 

risk of flood in the UK for the period from 2007 to 2009. The analysis of the approach taken was 

basically based on the fundamental information that can be obtained from the Flickr website, 

such as the location of the picture, the time and date a picture was taken and the time and the 

data the pictures were uploaded onto the website.  

Another example of a benefit gained from VGI data was illustrated by Spinsanti and 

Ostermann, 2010. They developed a methodology to test the framework of assessing the 

contribution of VGI data to detecting the spread of fire events, and compared this with the 

official information sources that can be obtained from the European forest fire information 

system. For their project, the authors used picture data from Flickr and text data from Tweeter. 

They argued that using VGI data for communicating during disasters is an effective method of 

crisis management which may reduce the amount of risks and losses. 

The above discussion has shown that although this paper concluded that it is difficult to integrate 

VGI data with formal spatial datasets, there is a wide range of applications that VGI data can 

serve and assist with; especially those which do not need high quality spatial datasets. Updating 

transit maps, enhancing pedestrian navigation systems and addressing disaster scenarios are all 

examples of small-scale topographic data which can be more easily integrated with formal 

datasets. Large-scale data show more limited promise due to geometric and semantic 

mismatching. Therefore, the conclusion that formal data providers would not be interested in 

integrating their datasets with, for example, OSM data is correct. VGI users, on the other hand, 

are certainly keen to incorporate official datasets into their own, and the results obtained in this 

research would give confidence to such procedures. The issue of data quality is taken seriously 

throughout the OSM community, for example. The section on Quality Assurance in the OSM 

blog shows that a number of tools are available and in development for detection, reporting and 

monitoring of data quality (Wiki-OpenStreetMap, 2012). 
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Table 1. The growth of OSM registered users (OSM-stats, 2014). 

Date Numbers of OSM Registered Users 

Aug 2005 1,000 

Jan 2006 1,500 

Aug 2006 2,500 

Jan 2007 3,000 

Aug 2007 5,000 

Jan 2008 10,000 

Aug 2008 50,000 

Jan 2009 100,000 

Aug 2009 150,000 

Jan 2010 200,000 

Aug 2010 300,000 

Jan 2011 350,000 

Aug 2011 450,000 

Jan 2012 530,000 

Aug 2012 700,000 

Jan 2013 1,000,000 

Aug 2013 1,300,000 

Jan 2014 1,500,000 

 

Table 2. The growth of OSM data (OSM-stats, 2014). 

Date No. of Nodes No. of Ways No. of Relations 

08/08/2005 8,000,000 8,000,000 8,000,000 

23/01/2006 10,000,000 10,000,000 10,000,000 

10/07/2006 20,000,000 15,000,000 15,000,000 

25/12/2006 25,000,000 18,000,000 18,000,000 

11/06/2007 30,000,000 20,000,000 20,000,000 

26/11/2007 200,000,000 22,000,000 21,000,000 

12/05/2008 230,000,000 24,000,000 22,000,000 

27/10/2008 290,000,000 26,000,000 23,000,000 

13/04/2009 320,000,000 27,000,000 24,000,000 

28/09/2009 450,000,000 28,000,000 25,000,000 

15/03/2010 580,000,000 31,000,000 26,000,000 

30/08/2010 760,000,000 65,000,000 27,000,000 

14/02/2011 1,000,000,000 80,000,000 28,000,000 

01/08/2011 1,200,000,000 100,000,000 29,000,000 

16/01/2012 1,300,000,000 110,000,000 30,000,000 

02/07/2012 1,500,000,000 130,000,000 31,000,000 

03/06/2013 1,100,000,000 200,000,000 32,000,000 

05/05/2014 2,200,000,000 220,000,000 32,000,000 
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   a-OpenStreetMap data (http://www.openstreetmap.org/).          b-  Google maps data (http://maps.google.co.uk/).  

Figure 1. A comparison of the details of maps for the centre of Newcastle upon Tyne – UK 

(images sampled on 01/05/2014, both rendered at equivalent zoom levels – 16/19 for OSM, 

15/18 for Google maps). This comparison facility is now available at 

http://tools.geofabrik.de/mc/. 

 

 

 

 

 

 

 

 

a-London / UK                                                               b- Baghdad / Iraq 

 

Figure 2. A comparison of the details of OSM data for the capital of UK (London) and the 

capital of Iraq (Baghdad). Images sampled on 1/05/2014, both rendered at equivalent zoom 

levels – 11/19 (http://www.openstreetmap.org/). 
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Figure 3. Statistics account graph reflecting the growth of OSM registered users (OSM-stats, 

2014). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Statistics account graph reflecting the growth of OSM data (nodes, ways, and 

relations) on the web (OSM-stats, 2014). 
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a-Hausdorff distance method                             b- average distance method 

Figure 5. The methods that have been adopted by Girres and Touya (2010) to determine the 

linear differences between road features. 

 

 

 

 

 

 

 

 

 

 

                


